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Abstract

Objective. Intracortical brain–machine interfaces (BMIs) are a promising source of prosthesis control signals for individuals with severe motor disabilities. Previous BMI studies have primarily focused on predicting and controlling whole-arm movements; precise control of hand kinematics, however, has not been fully demonstrated. Here, we investigate the continuous decoding of precise finger movements in rhesus macaques. Approach. In order to elicit precise and repeatable finger movements, we have developed a novel behavioral task paradigm which requires the subject to acquire virtual fingertip position targets. In the physical control condition, four rhesus macaques performed this task by moving all four fingers together in order to acquire a single target. This movement was equivalent to controlling the aperture of a power grasp. During this task performance, we recorded neural spikes from intracortical electrode arrays in primary motor cortex. Main results. Using a standard Kalman filter, we could reconstruct continuous finger movement offline with an average correlation of $\rho = 0.78$ between actual and predicted position across four rhesus macaques. For two of the monkeys, this movement prediction was performed in real-time to enable direct brain control of the virtual hand. Compared to physical control, neural control performance was slightly degraded; however, the monkeys were still able to successfully perform the task with an average target acquisition rate of 83.1%. The monkeys’ ability to arbitrarily specify fingertip position was also quantified using an information throughput metric. During brain control task performance, the monkeys achieved an average 1.01 bits s$^{-1}$ throughput, similar to that achieved in previous studies which decoded upper-arm movements to control computer cursors using a standard Kalman filter. Significance. This is, to our knowledge, the first demonstration of brain control of finger-level fine motor skills. We believe that these results represent an important step towards full and dexterous control of neural prosthetic devices.
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Introduction

Intracortical brain–machine interfaces (BMIs) are a promising source of prosthesis control signals for individuals with severe motor disabilities. By decoding neural activity into intended upper-limb movement, BMIs have enabled both able-bodied monkeys and humans with tetraplegia to control computer cursors (Kim et al 2008, Gilja et al 2012, Jarosiewicz et al 2015) and high degree-of-freedom robotic arms (Velliste et al 2008, Hochberg et al 2012). These studies have primarily focused on predicting and controlling whole-arm movements; restoration of precise hand movement, however, has not been fully demonstrated.

Previous studies have enabled the continuous control of one (Velliste et al 2008, Collinger et al 2013) or several (Wodlinger et al 2015) hand shapes, though subjects were asked only to fully open or fully close each hand shape. Though this type of binary grasp control is useful in the short term, providing the ability to interact with simple objects in the environment, true restoration of natural movement requires continuous, volitional control of hand and finger kinematics. Further, activities of daily living such as manipulation of small objects, handwriting, and dressing all require complex, dexterous movements of the fingers. One participant in an ongoing clinical trial has been able to use imagined and physical index and thumb movements to control a computer cursor (Gilja et al 2015), but the fidelity of finger movement decoding, rather than the ability to provide 2D cursor control, has not been evaluated.

Several groups have investigated offline decoding of continuous finger-level movements from primary motor cortex in monkeys. After recording neural activity during reach-to-grasp behavioral tasks, in which the monkey reaches for different objects using unique grasps, these groups have been able to reconstruct up to 18 (Aggarwal et al 2010), and 27 (Menz et al 2015) joint angles of the fingers (Rouse 2016). Though promising, to our knowledge these systems have not yet been used to decode finger movements in order to enable brain control of the avatar.

We have used this virtual reality paradigm to develop a novel finger-level behavioral task in which a monkey acquires fingertip position targets. Here, we used this task to investigate the continuous decoding of precise finger movements from primary motor cortex, isolated from confounding movements of the upper arm. We analyzed the resulting data in order to study the inherent kinematic tuning of motor cortex neurons during finger movements and identify the optimal parameters for decoding those movements. We used these results to present the first demonstration of brain control of fingertip position.

Methods

All procedures were approved by the University of Michigan Institutional Animal Care and Use Committee.

Behavioral task

We trained four rhesus macaques, Monkeys S, P, L, and W, to perform simultaneous movements of all four fingers together to hit fingertip position targets in a virtual environment, as illustrated in figure 1. This is equivalent to varying the aperture of a power grasp. The monkey sat in a shielded chamber
with its right arm at its side, forearm flexed 90 degrees and resting on a table. The monkey’s palm was lightly restrained facing to the left, with the fingers free to move unimpeded. A flex sensor (FS-L-0073-103-ST, Spectra Symbol) was attached to the index finger, covering all three joints, in order to measure the finger position. Position data were read by a real-time computer running xPC Target (Mathworks). A computer monitor directly in front of the monkey displayed a virtual model of a monkey hand (MusculoSkeletal Modeling Software; Davoodi et al. 2007), which was actuated by the xPC in order to mirror the monkey’s movements.

At the start of each trial, the xPC cued a spherical target to appear in the path of the virtual finger, and the monkey was required to move its fingers in order to hit the target and hold for a set period (100–500 ms, depending on the stage of training). Only the index finger was instrumented with a flex sensor, but the monkeys made movements with all four fingers simultaneously (as verified by visual monitoring of behavior). Targets could be generated in one of two patterns, flex-extend or center-out. In the flex-extend pattern, which was the first task learned by each monkey, targets were presented in positions requiring either full flexion or full extension in alternating trials. In the center-out pattern, a target was initially presented in the neutral or rest position, halfway between flexed and extended. Once the monkey successfully acquired this target, a second target was pseudorandomly presented in one of six positions requiring differing degrees of flexion or extension. After this target was successfully acquired or the trial timed out, the neutral target was again presented until successful acquisition.

Decoding

Offline, we used a linear Kalman filter (Wu et al. 2006) to decode continuous finger position from the thresholded neural spikes. Mean hand kinematics and neural firing rates were computed in consecutive, non-overlapping time bins. Hand kinematics at time bin t are collectively described by the hand state vector, \( \mathbf{X}_t = \begin{bmatrix} p & v & a \end{bmatrix}^T \), where \( p \) is the finger position as directly measured by the flex sensor and \( v \) and \( a \) are the finger velocity and acceleration as calculated by the first and second difference of position. Firing rates for each channel at time t are collected in the neural activity vector, \( \mathbf{Y}_t = \begin{bmatrix} y_1 & \ldots & y_N \end{bmatrix}^T \), where \( y_k \) is the firing rate of the kth channel. In the Kalman framework, hand state is described by a linear dynamical system and neural activity is modeled as a noisy transformation of the current hand state, as described by,

\[
\mathbf{X}_t = A \mathbf{X}_{t-1} + \mathbf{w}_t \tag{1}
\]

\[
\mathbf{Y}_t = C \mathbf{X}_t + \mathbf{q}_t \tag{2}
\]

where \( A \) is the state transition matrix and \( C \) is the observation transformation matrix, as below,

\[
A = \begin{bmatrix}
ap & ap, v & ap, a 
ap, v & av, v & av, a 
ap, a & av, a & 0 
0 & 0 & 1
\end{bmatrix} \tag{3}
\]

\[
C = \begin{bmatrix}
c_{1, p} & c_{1, v} & c_{1, a} & c_{1, 1} 
\vdots & \vdots & \vdots & \vdots 
c_{N, p} & c_{N, v} & c_{N, a} & c_{N, 1}
\end{bmatrix} \tag{4}
\]

Noise terms \( \mathbf{w}_t \) and \( \mathbf{q}_t \) are assumed to be drawn from individual Gaussian distributions with zero mean and covariance \( \mathbf{W} \) and \( \mathbf{Q} \), respectively.

In all offline decoding, we used 10-fold cross-validation to avoid overfitting, training and testing the Kalman filter on separate sets of contiguous trials from the same day. For each monkey, one experimental day was set aside for optimizing...
decoding parameters. Optimal settings learned on this day were then applied to each testing day. The optimized parameters were the bin size, the time lag (the physiological delay between neural firing rate and kinematic measurements), and the kinematic tuning (whether modeling firing rates as being tuned only to position, velocity, or acceleration, or a combination resulted in more accurate movement prediction).

Online brain control

To determine the functional utility of the offline finger decoding, we enabled two monkeys to perform the behavioral task under brain control, using a real-time prediction of finger position. For each experimental session, Monkeys L and W performed the center-out task using physical movements for ~300 trials. The algorithm was trained on this set of data, and was run in real-time for the rest of the experiment. During brain control trial blocks, the virtual hand was controlled using the decoded finger position instead of the monkey’s actual finger movements. The task remained the same, occasionally with slightly larger targets or shorter target hold time to provide motivation for the monkey to continue.

For computational efficiency, we used the steady-state Kalman filter (Malik et al. 2011, Dethier et al. 2013) for online decoding. The only difference between the steady-state filter and the standard filter used offline is that the steady-state Kalman gain is pre-computed during training. In practice, the Kalman gain, though updated every timestep in the standard filter, depends only on the constant matrices $A$, $C$, $W$, and $Q$, and quickly converges to its steady-state value. When compared to the standard filter both offline and online in brain control mode, both the gain matrices and the kinematic predictions generally converged within 5 s (Malik et al. 2011). Thus, to compute the gain matrix during training, the gain update step of the Kalman algorithm was iterated for the equivalent of 5 s, and the final matrix saved for online use.

To evaluate the performance of the online movement decoding during brain control, we computed several metrics including trial success rate, time to target acquisition, and bit rate via Fitts’s law (Thompson et al. 2014), and compared them to those computed during physical task control.
Results

Neural and kinematic data

Examples of kinematic and neural data recorded during task behavior are shown in Figure 3, for both the flex-extend and center-out tasks. Neural modulation can be seen in both tasks, though the exact relationship between neural firing rates and behavior is unclear and seems to vary between channels. The flex-extend task paradigm was used as an intermediate step in training, and thus the behavior is both simpler and generally performed faster than the center-out task. The flex-extend task was performed by all four monkeys, while the center-out task was performed only by Monkeys L and W.

To examine the kinematic tuning of each channel, we computed the correlation coefficient (Pearson’s $r$) between the kinematic data (position, velocity, and acceleration) and each single neural channel binned at 100 ms. This was performed on an experimental day reserved for this purpose. To account for the preferred time lag of each channel, we repeated the calculation with multiple lags, from 0 ms to 200 ms, for each kinematic variable and recorded the maximum correlation. Figure 4 shows the distribution of correlation values with each kinematic variable.

Kinematic correlations with single channel firing rates were generally low, as expected due to the stochastic nature of the neural data. Though tuning was widely variable between monkeys, finger position was the best represented parameter in three of four animals (with channels from Monkey S being more tuned to velocity). However, within each monkey, at least some channels were tuned to each kinematic parameter. Both Monkey L and Monkey W had generally lower levels of tuning than Monkeys S and P, as well as more symmetric distributions about zero.

We also compared tuning distributions across 2 d per monkey and between tasks for Monkeys L and W, as shown in supplementary figure S1 (stacks.iop.org/JNE/14/066004/mmedia). Distributions varied somewhat across both days and tasks, though position remained the best represented parameter in all cases except Monkey S (for whom velocity was
best represented on the first day, and was equal to position on
the second). In Monkeys L and W, distributions shifted more
across tasks than across days, though more study is needed
to determine whether these task-related changes are outside
of the normal day-to-day variance. Finally, all monkeys dis-
played unique tuning distributions even when performing the
same task, suggesting that these differences are intrinsic to the
monkey rather than being solely related to the task. Whether
this is caused by differences in array placement or simply by
unique brain structure is unknown and requires further study.
As the relationship between neural firing rates and movement
remains unclear and appears to vary widely, we investigated
the functional impact of including various combinations
of kinematic parameters in the Kalman filter model during
optimization.

Parameter optimization

In order to optimize decoding parameters for each monkey,
a grid search of bin size and time lag (from 10–200 ms for
each parameter, with a single time lag for all channels) was
performed on the reserved experimental day. Using each set
of parameters, the Kalman filter was trained and tested with
10-fold cross-validation. The results of this grid search for
each monkey is shown in figure 5 as a heatmap of correlation
coefficients between actual and predicted finger position.

In general, performance tended to increase with larger bin
size, though Monkey P’s decoding performance was optimal
in a restricted range around 100 ms. This discrepancy may be
explained by the speed with which Monkey P performed the
task, making bin sizes greater than ~100 ms smooth out the
behavior and lose valuable information. Time lags close to
zero also tended to be better, but there was more variability
between monkeys than for bin size. In each monkey, there was
a wide range of ‘optimal’ parameter settings in which the per-
formance level was similar. One of these settings which was
close to optimal for all monkeys (with a 4% or less decrease in
performance from the maximum) was a bin size of 100 ms and
zero time lag. These parameters are similar to those used previ-
ously for decoding of both arm (Kim et al 2008, Cunningham
et al 2011) and hand (Aggarwal et al 2013, Menz et al 2015)
movements, and were used for all further offline decoding. As
optimal decoding parameters are typically different between
offline and online brain control decoding, with shorter time
bins being generally better for online control (Cunningham
et al 2011), online brain control decoding parameters were
optimized separately on each experimental day.

We also investigated the impact of including each kinematic
parameter in the Kalman filter observation model. That is,
assuming neural firing rates are solely related to position, velocity,
or acceleration; to a combination of position and velocity; or to
all three kinematic parameters. This is accomplished by setting

Figure 5. Offline movement decoding performance (correlation coefficient) as determined by the bin size and time lag parameters. Each
monkey displayed a unique pattern of optimal parameters, though performance tended to increase as bin size increased and lag time
decreased (Monkey P being an exception). One parameter setting which was near optimal for all monkeys was 100 ms bin size and zero
time lag.
the $C$ matrix columns corresponding to non-related kinematics to zero. For example, modeling neural firing rates as related only to velocity would modify $C$ to the following:

$$C = \begin{bmatrix}
0 & c_{1,v} & 0 & c_{1,1} \\
\vdots & \vdots & \vdots & \vdots \\
0 & c_{N,v} & 0 & c_{N,1}
\end{bmatrix} \tag{5}$$

indicating that neither position nor acceleration can impact the neural firing rate for any channel. In this case, the predicted velocity at each timestep is affected by both the previous hand state and the current neural activity, while position is estimated solely via temporal integration of the predicted velocity. Because the neural data is explicitly modeled as having no acceleration information, the acceleration similarly can only be estimated via differentiation of velocity. However, this is not useful in the ultimate goal of predicting finger position (as the impact on velocity would only be detrimental due to errors in differentiation and integration), and therefore acceleration is not estimated at all for this model.

The movement decoding performance resulting from each neural tuning model is presented in table 1. Here, performance is measured by the correlation coefficient between predicted and actual kinematics. Correlation coefficients are listed separately for each individual kinematic parameter under each model (not including parameters which are not estimated for a given model).

Under the single parameter models, both position and velocity are more accurately predicted when neural activity is modeled as being related only to velocity (the ‘V only’ model, with position purely estimated as integrated velocity), with Monkey S being an exception. However, we found that including both parameters in the tuning model (‘P + V’ model) significantly increased decoding performance over all single-parameter models. Further, the addition of acceleration (‘P + V + A’ model) did not greatly increase performance over the position and velocity model. Thus, the two parameter model (i.e. neural firing rates are related to both position and velocity, and acceleration is ignored) was used for all further analysis.

### Offline decoding

Using a standard Kalman filter with these optimal parameters, we decoded 3 d of experiments for each monkey with an average correlation coefficient of 0.803, 0.858, 0.709, and 0.740 (for Monkey S, P, L, and W, respectively) between true and predicted finger position. This performance level is very similar to that reported by previous studies during both reach-to-grasp tasks and limited isolated finger movement tasks (Aggarwal et al 2009, Vargas-Irwin et al 2010, Menz et al 2015). Movement decoding performance for each session is shown in table 2 as correlation coefficient and root-mean-squared error (RMSE), and example traces are shown in figure 6 for each monkey. For these experimental sessions, Monkeys S and P performed the flex-extend task, while Monkeys L and W performed the center-out task.

Performance was noticeably lower for Monkeys L and W, which was likely due to the more complex behavioral task. To explicitly compare decoding performance between task types, we also decoded two sessions in which Monkeys L and W performed both the center-out and the flex-extend tasks. As shown in table 3, decoding correlation for the flex-extend task increased relative to the center-out task performed on the same day, though RMSE also increased due to the decoded movement ‘overshooting’ near the minimum and maximum finger positions.

These differences indicate that care must be taken in the design of behavioral tasks so that the accuracy of movement prediction is not overstated. Though performance may be higher in a simpler task that requires only fully flexed and fully extended positions (at least offline), natural movement is necessarily more complex.

### Online brain control

Following offline testing in Monkeys L and W, we used a steady-state position/velocity Kalman filter to decode movements in real-time during task performance. The filter was optimized and

<table>
<thead>
<tr>
<th>Neural model</th>
<th>Monkey S</th>
<th>Monkey P</th>
<th>Monkey L</th>
<th>Monkey W</th>
</tr>
</thead>
<tbody>
<tr>
<td>P only</td>
<td>0.65</td>
<td>—</td>
<td>0.56</td>
<td>—</td>
</tr>
<tr>
<td>V only</td>
<td>0.53</td>
<td>0.75</td>
<td>0.77</td>
<td>0.80</td>
</tr>
<tr>
<td>A only</td>
<td>0.49</td>
<td>0.61</td>
<td>0.66</td>
<td>0.64</td>
</tr>
<tr>
<td>P + V</td>
<td>0.73</td>
<td>0.79</td>
<td>0.83</td>
<td>0.82</td>
</tr>
<tr>
<td>P + V + A</td>
<td>0.74</td>
<td>0.80</td>
<td>0.83</td>
<td>0.82</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Session</th>
<th>Monkey S</th>
<th>Monkey P</th>
<th>Monkey L</th>
<th>Monkey W</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.827 (0.176)</td>
<td>0.868 (0.121)</td>
<td>0.659 (0.143)</td>
<td>0.776 (0.130)</td>
</tr>
<tr>
<td>2</td>
<td>0.772 (0.209)</td>
<td>0.894 (0.119)</td>
<td>0.705 (0.135)</td>
<td>0.734 (0.134)</td>
</tr>
<tr>
<td>3</td>
<td>0.810 (0.182)</td>
<td>0.812 (0.161)</td>
<td>0.763 (0.123)</td>
<td>0.709 (0.149)</td>
</tr>
<tr>
<td>Mean</td>
<td>0.803 (0.189)</td>
<td>0.858 (0.134)</td>
<td>0.709 (0.134)</td>
<td>0.740 (0.139)</td>
</tr>
</tbody>
</table>

Table 1. Offline Kalman filter movement decoding performance (correlation coefficient, $\rho$, between predicted and actual kinematic parameters) under different neural tuning models.

Table 2. Offline decoding performance.
trained on the first ~300 trials of behavior, with a number of parameters tested both offline and during online brain control. In 2 d of experiments for Monkey L and 3 d for Monkey W, both 50 and 100 ms bins were used, with 50 and 0 ms of lag. In subsequent blocks of trials, the monkey used either physical movements or the predicted movements (brain control) in order to perform the task. The required hold time for each target ranged from 400–500 ms, the target sizes ranged from 17.3–21.0% of the finger movement space, and trials had a timeout of 5–10 s. These parameters were adjusted one to three times within the experiment in order to maintain the monkey’s motivation, with brain control trials generally requiring larger targets and shorter hold times. These parameter changes are accounted for in the target acquisition time and bit rate metrics calculated in table 4.

A sample of online brain control task performance for each monkey is shown in figure 7, with both the monkeys’ actual movements and predicted movements. The movements decoded online appeared to be heavily influenced by the monkey’s finger velocity, often predicting a return to the rest position when the finger was actually held at a constant flexed or extended position, though this was more evident in Monkey L. Despite the often large errors in decoded position, the monkeys were able to successfully complete an average of 83.1% of brain control trials (with a minimum of 73.7% success by Monkey L on one experimental day), learning to compensate for the erroneous virtual finger motion. See supplementary video 1 for a video of brain control task performance by Monkey L.

Several performance metrics for both the physical control and the brain control task are shown in table 4. As expected, performance was clearly lower during the brain control mode than with physical control; however the animals were still able to successfully complete the task. The average time to acquire a target was longer during brain control trials by <1.5 s, and was still well below the trial timeout of 5 s. The mean target acquisition time metric does not include the target hold time, similar to Gilja et al (2012), but does include unsuccessful trials, such that a 0% success rate would result in a mean acquisition time equal to the average trial timeout.

An informative metric when performing continuous selection tasks is the Fitts’ law bit rate, which takes into account both the index of difficulty of the task (how hard the target is to acquire in space) and how quickly the target can be acquired. This metric is fairly robust to variations in tasks (Thompson et al 2014), and therefore can be compared across algorithms and lab procedures. The index of difficulty of this behavioral task compares well to previous whole-arm tasks, both in physical and brain control. With a simple Kalman filter, we achieved an average bit rate of 1.01 bits s⁻¹ across the two monkeys in brain control mode, compared to 2.28 bits s⁻¹ when using the physical hand. This result is similar to bit rates reported in the literature for whole-arm BMI performance using similarly simple algorithms. See (Gilja et al 2012) supplemental materials, table 3.1 for a comparison of estimated bit rates from Taylor et al (2002), Kim et al (2008) and Ganguly and Carmena (2009). Here, unsuccessful trials were included in the bit rate calculation, with the bit rate for those trials set to zero to indicate that no information was gained.

**Discussion**

Here, we have presented a novel virtual behavioral task paradigm which is designed to enable the detailed investigation and control of isolated movements of the hand. We used this
task to perform the first successful demonstration of continuous decoding of grasp aperture over the full range of motion. Previous continuous decoding studies have either involved confounding simultaneous movement of the upper-arm (Aggarwal et al 2013, Menz et al 2015) or have shown only decoding of very limited movement of the fingers in isolation (Aggarwal et al 2009). Our offline decoding performance was similar to these previous reports despite the lack of upper arm movement, confirming that robust information specifically concerning finger-level movements can be extracted from motor cortex. In addition, we have also demonstrated the first online brain control of finger-level fine motor skills, allowing two monkeys to perform a behavioral task using only data recorded from primary motor cortex.

Though these results represent important steps towards restoration of normal upper-limb function, there are still many remaining challenges which can be addressed using our task paradigm. Most critically, the offline decoding accuracy and online task performance must be improved in order to better approximate the abilities of the normal hand. For offline decoding, it is probable that using a state-of-the-art algorithm such as the ReFIT Kalman filter (Gilja et al 2012) or the neural dynamical filter (Kao et al 2015) would improve BMI performance. Additionally, even using simpler algorithms as reported here, it is likely the monkeys could learn to improve their use of the BMI given sufficient practice (Carmena et al 2003, Ganguly and Carmena 2009).

In both cases, however, it is currently unknown if such techniques will translate to finger-level BMIs, and it is likely that some improvement in the underlying neural tuning model will be necessary. The offline reconstruction of finger position presented here appears to accurately capture periods of movement, but tends to overshoot the actual position at the extents of the movement. Further, during periods where the fingers are held in a flexed or extended position, the reconstruction tends to develop a constant offset. These relatively consistent errors, along with low neural tuning rates, may indicate that the assumption of a linear relationship between neural activity and finger kinematics is not realistic. Multiple studies have shown that decoding performance better generalizes to new task contexts (e.g. reaching with a different arm posture or within a force field) when neural activity is modeled as relating to non-kinematic parameters such as intended joint torque or muscle activity (Morrow et al 2007, Cherian et al 2013, Oby et al 2013). This may indicate that certain non-linearities are present in the path from neural firing to ultimate kinematic output, whether caused by an inherent non-linear encoding in the neural activity itself (Pohlmeyer et al 2007) or caused by the musculoskeletal mechanics underlying physical movement (Park and Durand 2008). It may be the case that including musculoskeletal dynamics in the decoding algorithm is necessary for increasing accuracy in unrestricted environments (Kim et al 2007).

The movements demonstrated here are simultaneous flexion and extension of all four fingers as one. This is equivalent to continuous control of a power grasp and is by itself a useful functionality, but it is unclear how this control would change when applied to different grasps or individuated finger movements. It is likely, due to the complex biomechanical constraints of the hand (Lang and Schieber 2004), that difficulties will arise when directly translating simple linear algorithms to these movements. Modeling these constraints (Kim et al 2007, Schaffelhofer et al 2015) and incorporating them into

### Table 4. Online task performance metrics for Monkeys L and W.

<table>
<thead>
<tr>
<th>Monkey</th>
<th>Session</th>
<th>Success rate (%)</th>
<th>Mean acquisition time (s)</th>
<th>Mean index of difficulty (bits)</th>
<th>Bit rate (bits s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Physical control</td>
<td>Brain control</td>
<td>Physical control</td>
<td>Brain control</td>
</tr>
<tr>
<td>L</td>
<td>1</td>
<td>99.2</td>
<td>81.1</td>
<td>0.62</td>
<td>1.88</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>98.0</td>
<td>73.7</td>
<td>0.73</td>
<td>2.23</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>98.6</td>
<td>77.4</td>
<td>0.68</td>
<td>2.06</td>
</tr>
<tr>
<td>W</td>
<td>1</td>
<td>95.5</td>
<td>80.5</td>
<td>0.71</td>
<td>2.09</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>100</td>
<td>96.0</td>
<td>0.58</td>
<td>2.48</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>98.8</td>
<td>90.2</td>
<td>0.73</td>
<td>1.77</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>98.1</td>
<td>88.9</td>
<td>0.67</td>
<td>2.11</td>
</tr>
<tr>
<td>Overall</td>
<td></td>
<td>98.4</td>
<td>83.1</td>
<td>0.68</td>
<td>2.09</td>
</tr>
</tbody>
</table>

Figure 7. Online movement decoding during brain control of the behavioral task for (a) Monkey L, and (b) Monkey W. The monkeys were required to keep the decoded finger position (red trace) within the target zone (dashed boxes) for 500 ms, regardless of the true finger position (blue trace). Target background color indicates the trial success (green) or failure (red).
the decoding process may be necessary. Another approach, used successfully by Rouse (2016), might be to incorporate a dimension selector into the BMI such that the subject controls a single dimension of the grasp at any given time, possibly mitigating the need for constraint modeling.

Finally, applying the functional control demonstrated with our virtual task to the control of a physical hand may introduce new challenges by altering neural tuning patterns during object manipulation (Wodlinger et al 2015). Despite this, we believe that the virtual task paradigm presented here represents an important method for exploring neural control of fine motor skills, both for answering basic science questions and for developing BMI algorithms which can be applied to control physical effectors in the future.
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